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ABSTRACT 
Given a user query, search engines generally return a very 

sizeable collection of possible answers. Clustering has been 
proposed as a tool to partition the possible answer set into more 
manageable subsets of related results. There is no current 
agreement on the preferred mode of presentation of these clusters. 
Currently, most search engines display the set of results in an 
almost purely textual form. However, relatively recently we have 
witnessed some timid attempts to use some graphical 
representations. To elucidate when and why text appears to 
outperform graphics for certain fundamental clustering related 
tasks, this work presents a preliminary user study with three 
interfaces to display flat clusters of user queries. 

Keywords: applications of information visualization, graph 
visualization, user studies. 

1. THE SETUP 
When deciding on how to present a partition of clustered search 

engine results to the user, there are basically three general 
choices: a pure textual interface or a graphical interface – or, since 
each of these two choices has its Pros and Cons, maybe even a 
combination of both with some graphical and some textual 
elements. The ongoing user study [2] is an attempt to provide 
some directions to support this design decision. Other works like 
[4] aim to incorporate user feedback to help determine the criteria 
influencing clustering quality, but our emphasis is not on any 
clustering technique but rather on the presentation mode and 
associated interaction methods. In that respect, our work is more 
related to [2] since it considers graphical techniques to present 
textual clustering. However, our study also includes pure textual 
representation and clustering related tasks. 

Since we wanted to mimic as close as possible the scenario of a 
user’s query web search without encumbering the study with web 
page content descriptions or extra URL clicks we settled for 
presenting the user with sets of related web search queries instead 
of web page descriptions. Namely, after choosing an input query 
from a scrolling query list the user’s task is to Select, Explore, and 
finally Grade and Name a set of query clusters offered as related 
to the input query. 

In the course of the study, we collect the user’s response as well 
as the time used to explore, rate and name the clusters. This 
allows us to correlate the different interface types with the 
measured performance, cluster sizes and user responses. An 
interface could then be considered better, when it outperforms 
another interface in terms of completion time or completeness of 
the answers (less unnamed or ungraded clusters). 

2. INTERFACE DESCRIPTIONS 
Even though, different approaches and techniques have been 

used to implement the different interfaces, close attention was 
paid to make the interfaces as functionally similar as possible 
regarding the used color schemes or the evaluation. 

 
The textual interface (Figure 1) presents clusters of queries as 

a scrollable list. It is implemented as a DHTML/JavaScript web 
page. The clustered queries associated with an input query are 
displayed in rows on the screen, together with the form fields 
needed to evaluate each cluster. 

The graphical interface (Figure 2) represents queries as round, 
marble-like items scattered across a 2-dimensional canvas (call 
them graphical query-items). Elements of the same cluster are 
positioned close to each other and a polygonal frame is drawn 
around each cluster. The graphical query-items are annotated with 
textual labels using a level-of-detail approach that shows more 
labels depending on the level of zooming being applied to a 
cluster. This interface has been implemented in JAVA/OpenGL 
and it reuses some of the mechanisms offered by the CGV-
platform [1]. The described graphical setup is in our view a 
logical extension of the 1-dimensional, list-like display used in the 
textual interface. 

We also offer a third hybrid interface (Figure 3) that 
incorporates in our view the “best” of the textual and the graphical 
interfaces. Concretely, the clusters are now presented both in 
textual and graphical form. These views are linked with each 
other in a coordinated way using a Model-View-Controller Pattern 
offered in the CGV platform. Thus, navigational changes from 
inter- or intra-cluster exploration are reflected by both views in a 
coordinated way. This way, the interface indicates both: the 
current position of the item the user is currently viewing in the 
textual representation, and corresponding visual information on 
the cluster appearing in the graphical component. For the latter, 
the density of a cluster is visible at a glance. 

3. HOW TO PARTICIPATE 
There are two ways to help our effort to compare the described 

interfaces: 
 

• There will be an opportunity to test the three interfaces by 
joining our user study at the poster presentation during the 
InfoVis conference. 

• We are now working on extensions of our experiment set up 
to a web-based platform. This will enable us to reach out to a 
larger and broader set of participants. The URL of this web 
user study will be made available at the InfoVis conference.  

 
 Since the web experiment is expected to draw a large number 

of participants, we plan to apply classical statistical analysis to 
this “vox populi”. Such a statistical approach applied to results 
obtained from a large number of participants could make our 
results robust to “unusual behaviors” of just a few participants. 
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Figure 1: The textual interface. 

 
Figure 2: The graphical interface with one cluster already evaluated (gray) 

and one currently being in the process of evaluation (yellow). 

 
Figure 3: Hybrid interface showing textual and graphical components. The flat cluster list is visible on the left; the 

graphical representation is at the right. Both are linked, so that the selection of an item in either one of them is 
reflected in both views – the highlighted item in the tree view corresponds to the highlighted item in the graphical 

cluster. User evaluations are performed through an interface identical to the one presented in Figure 2. 
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